
 

A method of mining the change of word semantic 
across different timescales 

Maoyuan Zhang1, a, Shuyuan Sun2, b and Yibo Wang3, c  

1,2,3School of Computer, Central China Normal University, Wuhan, 430079, China 
ayibowong@qq.com, b874799867@qq.com, c panxiaohang_love@126.com 

Keywords: Word variation, Word embeddings, Cloud model. 

Abstract. Language evolves over time, and language changes its meaning due to cultural changes, 
technological inventions, or political events. Language variation and change is an important branch 
of sociolinguistics and has achieved remarkable achievements. But there is seldom study conducted 
from the aspect of the natural language processing. In this paper, we propose a probabilistic language 
model of timestamp text data, which can track the semantic evolution of a single word over time and 
use the cloud model to compute the change of words. Experiments show that the proposed method 
has good semantic information and useful results in semantic change and change analysis. 

1. Introduction 

Language is developed continuously, as a component of language, the words have the 
development and change of the language at the same time. So, the meaning of words is relatively 
stable, but it is also gradually developing. Language evolves over time and words change their 
meaning due to cultural shifts, technological inventions, or political events. The language variation 
and change has been an important subfield in sociolinguistics, and has made remarkable 
achievements [1]. However, linguists generally choose empirical investigation (which may be a 
qualitative or quantitative analysis), this is usually laborious and time-consuming, rarely from 
Natural Language Processing (NLP) perspective. In NLP, the methodology is a typical corpus based 
statistical method which relies on the context (lexical or syntactic) of the target words and gives their 
statistical trends in semantic or usage [2]. 

In recent years, distributed word representations or embeddings has been proved a powerful tool 
for modeling semantic relations between individual words. Word embeddings simulate the 
distribution of words based on their surrounding words in a training corpus. Word embeddings are 
currently formulated as a static model, which assumes that any given word has the same meaning in 
the entire text corpus. Bengio et al.[3] used the 1t n− +  words to the 1t − word as the regression neural 
network input, the T words as output regression neural network. Mikolov et al. [4]proposed the 
skip-gram model with negative sampling (word2vec) as a scalable word embedding approach that 
relies on stochastic gradient descent.  

In this paper, we proposed a probabilistic state space model which allows us to share information 
across all times. The distributed word representations are used to map the word semantic to the 
multidimensional space, and the similarity computation is used to find the similar word in the space. 
Then, we convert the word and its related words into three characteristic values of the cloud model. 
For the same word in different time periods, the degree of variation can be measured by calculating 
the overlap degree of cloud model. 

Our paper is structured as follows. In section 2 we presents our method specifically and show 
experimental results in section 3. The last section concludes this paper and discusses the future work. 
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2. Word Semantic Variation Mining based on Method 

2.1 Skip-Gram Model 
The Skip-gram model proposed by Mikolov et al. can train word embedding quickly and 

efficiently from large, unlabeled text data set. The skip-gram model uses the sliding window to 
capture the co-occurrence information of words and generates high-dimensional distributed word 
vectors for each word, so that the generated word vectors have semantic and grammatical information 
and its structure is shown in Figure 1. 

 
Fig.1. The skip-gram model 

 As shown in Figure 1, the skip-gram model consists of three layers: the input layer, the projection 
layer and the output layer. The objective function L  is described as Eq.(1) and Eq.(2): 
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The skip-gram model is a probabilistic version of word2vec.For each word ,i j  in the vocabulary, 
the model assigns probabilities that word i  appears in the context of word j . The generative model 
assumes that many word-word pairs ( ),i j  are uniformly drawn from the vocabulary and tested for 
being a word-context pair; hence a separate random indicator ijz  is associated with each drawn pair. 

For the word vector ,i jv v  of iw  and jw  ,we use the euclidean distance to measure the sematic 
similarity , and the calculation is described as Eq.(3) 
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Where ( , )i jSim w w is the sematic similarity between word iw  and word jw  , ,i jv v is the word vector 
of word iw  and word jw . 

 
2.2 Cloud Model 

Unlike cloud computing, cloud model[5] is the cognitive model of Natural Language Processing. 
After a series of cognitive science studies, artificial intelligence and knowledge representation, Deyi 
Li proposed the cloud model theory. From a natural language point of view, it is more in line with the 
nature of things than traditional mathematics. The basic theories such as fuzzy theory, probability 
theory and rough set theory provide the basis for the establishment of cloud model. It describes the 
uncertainty of linguistic concepts, especially randomness and fuzziness, and achieves the uncertainty 
transformation between linguistic concepts and quantized values. A word and its relation form a 
concept. In order to express concepts, the three quantized cloud model is described below. 

(1)Concept Expectation: Concept Expectation is the mathematical expectation of the relative 
words belonging to a concept in the universal. It can be regarded as the most representative and 
typical sample of the qualitative concept. 
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(2) Concept Entropy: Concept Entropy represents the uncertainty measurement of a qualitative 
concept. It is determined by both the randomness and the fuzziness of the concept. As the 
measurement of randomness, it reflects the dispersing extent of the relative words. On the other hand, 
it is also the measurement of fuzziness, representing the scope of the universe that can be accepted by 
the concept. 

(3) Hyper entropy: Hyper entropy is the uncertain degree of entropy. 
Their equations are introduced as Eq.(4): 
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where Ex is the value of concept expectation, En is the value of concept entropy, He is the value 
of Hyper entropy, ( )∑ −
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1  ,l is the total number of relative words of center word, Xi is the 

relevance between the center word and its ith relative word . A concept can be expressed as 
C(Ex;En;He). 

Considering the internal relations of Ex,En and He,the region Rs[Ex-En;Ex+En], 
Rs[Ex-2En;Ex+2En],Rs[Ex-3En;Ex+3En]contributes 68.28%,95.46%, 99.74% to the meaning of 
concept.When two words express or indicate approximately similar meaning, their quantification will 
be much near each other, so the rate of intersection over the whole two numerical regions reflects the 
similarity of two words. The higher the rate, the more similar the word pair is.Suppose vector 
C1(Ex1,En1,He1) stands for word w1, vector C2(Ex2,En2,He2) represents sentence w2, the region 
Rc [Ex -3En ;Ex+3En ] represents concept C.Finally the score between C1 and c2 derived from Eq.(5) 
represents the variation degree of the word pair. 
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3. Experiment and Results 
In this paper, we use data collected from network news, and we segment all text automatic 

segmentation software using ICTCLAS to do all data preprocessing, such as stop words. Then we use 
skip-gram to model the text. Therefore, these words will be represented as continuous vectors, in 
which the weights of vectors are computed directly in order to maximize the probability of the 
context in which the simulated words appear. This allows an efficient representation of the model 
trained on a relatively small number of large amounts of data. We use the 200 dimensional vector on 
the 100 million word Sina News dataset, which covers more than 180 words and phrases, which is a 
fairly large vocabulary. For each entry, we use cosine similarity to compute twenty of the most 
similar entries. We calculated the extent of all the changes in the word and took the first ten. Table 1 
shows the top 10 sensitive words. 

Table 1 The top 10 sensitive words 
Ranking Word semantic change Ranking Word semantic change 

1 passwords 0.89123 6 consume 0.85388 
2 giants 0.87621 7 arguing 0.89567 
3 donation 0.96382 8 yankees 0.84726 
4 partitions 0.70541 9 intelligence 0.88731 
5 greeting 0.83281 10 party 0.88562 
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4. Conclusions  
This paper studies the semantic change and change mining from the calculation of lexical 

semantics, preliminary experiments show that our method achieves the semantic change trend and 
word level features of word analysis help results. Our future work will focus on the following aspects: 
firstly, the use of finer algorithmic process subjects in semantic mining of words leads to finer model 
design. Secondly, many other historical changes mining can be conducted based on the corpus. 
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